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Abstract This paper tackles the problem of replicating a dynamical controller by a recurrent neural network applied to the ac-
tive control of vibrations. The objective is to reduce vibrations in an electromechanical system consisting of a lever supported in 
two points. The main support has a DC servo-actuator to provide vertical displacements, in the center of the lever, which is used 
for disturbance suppression. The other support is passive, consisting of a spring and a damper. The lever is assumed to have a 
payload on the non-supported extremity. After a brief presentation of the system and also of the neural identification theory, the 
neural controller is obtained by replicating an existent controller using a recurrent neural network. The system is then ready to be 
associated with adaptive mechanisms to yield incremental improvements of the global performance. Work is presently under way 
to investigate the properties of some of the adaptive techniques. Computer simulations are used to evaluate the recurrent neural 

network controller. 
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1    Introduction 

The active control of vibrations is paramount rele-
vance in engineering. Reduction of mechanical vi-
brations may contribute to the user’s comfort and 
safety, increase the product’s reliabilit y and durabil-
ity by reducing wear and can increase precision of 
pointing devices such as cameras and weapons. 
Nowadays, applications of actively control of vibra-
tions range from home appliances and automobiles to 
space technology and nuclear power plants (Murphy 
and Bailey, 1990, Campbell and Crawley, 1994, 
Zhou et al., 1995, Tamai and Sotelo Jr., 1995, De-
noyer and Kwak, 1996, Bai and Lim, 1996, Holz-
hüter, 1997). 

Several techniques have been used to control vi-
bration. These techniques can be classified in two 
categories: passive and active. The former require 
the use of passive components such as vibration 
dampers and dynamic absorbers, which are conven-
tional and well known (Rao, 1990). However, the 
passive approach suffers from the major drawback of 
being ineffective at low frequencies. On the other 
hand, active control approaches provide numerous 
advantages, such as, better low frequency perform-
ance, smaller size and weight, robustness to uncer-
tainties and adaptabilit y to unforeseen conditions. 
Thus, active vibration control techniques are promis-
ing alternatives to conventional passive methods 
(Soong, 1990). The choice of the approach to be 
used in active control of vibration, basically, depends 
of the characteristics of the system to be controlled, 
of performance desired and of available design tools. 
Sometimes, it can be necessary to combine more than 
one approach to achieve the desired performance or 
to provide some additional performance. Specifica-
tions in term of robustness, for example, can suggest 
using a robust approach of design likes H∞, µ syn-

thesis or LQR. Nevertheless, only one of the men-
tioned approaches may not satisfy all the specifica-
tions, and it may be necessary that the designed con-
troller has to present an adaptive feature in real time. 
In this situation, the controller designed initially can 
be replicated by a ANN (Mill er et.al., 1995) and 
later, a learning method can be embedded the neural 
controller in way to provide a desired global per-
formance.  

Widrow and Smith (1964) applied this method 
to a version of the pole-balancing problem, and 
Widrow refers to this as a method for constructing an 
expert system by acquiring knowledge from an exist-
ing expert. One might question the utilit y of this 
method on the grounds that if there already exists an 
effective controller, why would it be useful to have 
another one in the form of a ANN? To answer this 
question, Mill er et.al (1995) cite at least more two 
reasons, besides that aforementioned, to a designer 
makes a copy of an existent controller by using an 
ANN. After a period of skepticism, evolutions of the 
computational tools as well as new contributions in 
the theory revived the interest in ANN'S theory and 
its several applications, among them, the identifica-
tion of dynamic systems, application class in which 
the copy method proposed initially by Widrow and 
Smith (1964) can be mentioned as a private case. 
After this revive, many contributions in ANN’s the-
ory to identifying and controlli ng dynamical system 
were presented and it continues until the current 
days, with many researchers studying this method to 
apply as to linear as to nonlinear (Narendra and Par-
thasarathy (1990), Bialasiewicz and Soloway (1990), 
Hyland (1991), Baz (1991), Napolitano et. al. (1993), 
Kuschewski et. al. (1993), Rao and Damle (1994), 
Yazdizadeh and Khorasani (1996), Yazdizadeh 
(1997), Hirasawa et. al. (1999), Qiang et. al. (1999), 
Griñó et. al. (2000), Djamaï et. al. (2000), Rubaai 
and Kotaru (2000), Yazdizadeh et al. (2000), Araújo 
et al, (2000), Araújo and Yoneyama (2000)). 



It is known that linear controllers design to pre-
sent a good trade-off betwwen disturbance rejection 
and tracking cannot be a simple task. This paper 
proposes to replicate an existing controller by a re-
current neural network (RNN). The existing control-
ler is a state feedback with observer, where the state 
estimator was designed by pole dominance using 
Ackermann’s formula and the state feedback was 
designed by LQR approach. After the replication of 
the controller the RNN replace it in the electrome-
chanical system. The aim is to provide adaptation 
capabilit y to the original system and then make pos-
sible that one use some adaptation method to im-
prove the system performance and the trade-off be-
tween disturbance rejection and tracking, but the 
adaptation mechanism to be used exceed the scope of 
this paper, which show the copy procedure using a 
RNN. In section 2 the electro-mechanical system 
model is briefly described. Section 3 contains a brief 
presentation of the replicating problem, under the 
general topic of identification. Section 4 presents the 
replication procedure, including the chosen of the 
structural of the neural identifier used in the replica-
tion procedure. In the section 5, the results are ana-
lyzed by digital simulations, comparing the perform-
ance of original system with each one controller, the 
state feedback controller with observer and the RNN 
controller. 

2    The linear model for the electromechanical 
system 
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Figure 1 – The proposed electro-mechanical system. 

The proposed electro-mechanical system con-
sists of a lever supported in two points. The main 
support has a DC servo-actuator to provide vertical 
displacements that are used for vibration suppres-
sion. The second support is passive, consisting of a 
spring and a damper. The lever is assumed to have a 
payload on the non-supported extremity. The objec-
tive is to reduce the transmission of vibrations be-
tween the baseplate and the payload. This is achieved 
by using the DC servo-actuator in such a way as to 
produce displacements that oppose the effects of the 
undesirable disturbances  (Figure 1). 

The dynamical li near model for this system may 
be divided in two SISO sub-models. The first, repre-
sented by equation (1) is the input/output model 
between a reference signal and the measured system 
output.  
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The second sub-model, represented by equation 
(2) is the input/output model between a disturbance, 
type mechanical vibration in the baseplate, and the 
measured system output. 
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The estimator gain matrix calculated by Acker-
mann’s formula and the state feedback gain matrix 
calculated by LQR approach was given, respectly by: 
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In presence of the reference and disturbance sig-
nals, the main system output, here denoted by 
y(t)=XC(t), is the sum of YR(t) and YD(t), as one can 
see in the  

Figure 2, where the base-observed state feed-
back control is showed.  
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Figure 2 – Base-observed feedback control for the studied electro-
mechanical system. 

3    Preliminaries and basic concepts about neural 
network to identification and control 

System characterization and identification are fun-
damental problems in systems theory, the problem of 
characterization is concerned with the mathematical 
representation of a system; a model of a system is 
expressed as an operator P from an input space A  
into an output space B  and the objective is to char-
acterize the class C  to which P belongs. Given a 
class C  and the fact that P ∈ C , the problem of iden-

tification is to determine a class D ˆ ⊂ C  and an 

element P̂ ∈ D ˆ  so that P̂  approximate P in some 
desired sense. In dynamic systems the spaces A  and 
B  are generally assumed to be bounded Lebesgue 
integrable functions on the interval [0,T] or [0,∞). 
Specified input-output pairs define the operator P 
implicitly. Narendra and Parthasarathy (1990) said 
that, the choice of the class of identification models 

D ˆ , as well as the specific method used to determine 

P̂ , depends upon a variety of factors that are related 
to the accuracy desired, as well as analytical tracta-

bilit y. These include the adequacy of the model P̂  
to represent P, its simplicity, the ease with which it 
can be identified, how readily it can be extended if it 
does not satisfy specifications and finally whether 

the P̂  chosen is to be used off line or on line. In 
practical applications many of these decisions natu-
rally depend upon the prior information that is avail-
able concerning the plant to be identified. 

In dynamical systems, the operator P defining a 
given plant is implicitly defined by the input-output 
pairs of time functions u(t), y(t), t ∈ [0,T]. The objec-

tive of the identification is to determine P̂  so that: E
∈≤−=− uuPuPyy                         ,)()(ˆˆ ε  (4) 

for some desired ε > 0 and suitably defined 
norm on the output space. 

It is well know that if a plant is linear time-
invariant (LTI) and causal it can be described by the 
following set of f irst order ordinary differential equa-
tion in the space state form: 
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For a LTI, single-input single-output (SISO), 
controllable and observable plant the matrix A and 
the vectors B and C in equation (5) can be chosen in 
such fashion that the discrete-time plant equation can 
be written as: 
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Notice that a similar representation is also possi-
ble for the multi -input multi -output (MIMO) case. 
This implies that the output at time k + 1 is a linear 
combination of the past values of both the input and 
the output. Equation (6) motivates the choice of the 
following identification models: 
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Where ( )1,...,1,0ˆ −= niiα  and ( )1,...,1,0ˆ −= mjjα  

are adjustable parameters. The output of the parallel 
identification model (equation (7)) at time k + 1 is 

( )1ˆ +ky  and is a linear combination of its past val-

ues as well as those of the input. In the series-parallel 
model ( )1ˆ +ky  is a linear combination of the past 

values of the input and output of the plant.  
In the last years many advances have been made 

in neural identification and control for identifying 
and controlli ng as nonlinear systems as linear time-
invariant (LTI) systems (Narendra and Parthasarathy 
(1990), Rao and Damle (1994), Yazdizadeh and 
Khorasani (1996), Hirasawa et. al. (1999), Rubaai 
and Kotaru (2000), Araújo and Yoneyama (2000)). 
Two classes of neural networks which have received 
considerable attention in the area of artificial neural 
networks in recent years are: multil ayer neural net-
works and recurrent neural networks. Form a sys-
tems theoretic point of view, multil ayer networks 
represent static nonlinear maps while recurrent net-



works represent dynamic feedback systems (Naren-
dra and Parthasarathy (1990)). 

In both static identification and dynamic system 
identification, if ANNs are used, the objective is to 

determine a parameter vector ( [ ]TTT BW=*θ ), 

formed by the weights and the bias, which optimize a 
performance function J based on the output error. 
Back propagation is the most commonly used 
method for this purpose in static contexts. In a causal 
dynamic system an extension of this method is nec-
essary, it was named dynamic back propagation. 
Narendra and Parthasarathy (1990) based the works 
of the early 1960’s, when the adaptive identification 
and control of dynamical systems were extensively 
studied, and sensitivity models were developed to 
generate the partial derivatives of the performance 
criteria with respect to the adjustable parameters of 
the system, said that, since conceptually the above 
problem is identical to that of determining the pa-
rameters of ANN’s in identification and control 
problems, it is clear that back propagation can be 
extended to dynamical systems as well . 

4    Replication of a dynamical controller 

The controller to be copied have finite dimension 
and it is a LTI dynamical system. It is given by: 
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As one can see in the section 0, to LTI systems 
the choice of the neural identifier structures can be 
based on well -established results in linear systems 
theory. Then, using this available knowledge about 
the system, we could choose the structure of the 
ANN to be used in the copy procedure. We used a 
recurrent neural network (RNN) with a linear activa-
tion function.  
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Figure 3 – Topology of the RNN. Figure 4 

It is clear that when a network use only linear 
activation functions, hidden layers are not necessary 
and as consequence of that, the designer don’ t need 

to spend time to determine some characteristics of 
the network as of number of hidden layers, number 
of neurons in each layers and activation function of 
each neuron. From the system dimension (n), we 
could determine the number of neurons in the input 
layer and in the output layer. The number of auto-
regresses added to the number of exogenous-
regresses give the number of neurons in the input 
layer and the number of output in the system to be 
copied give the number of neurons in the output 
layer. Thereby the topology of the RNN to be used in 
the copy procedure is completely determined (Figure 
3). 

 The network, with appropriately adjusted 
weights and bias, can substitute the BOSF controller 
in the master system (Figure 4) without significant 
decline in the global performance. 
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Figure 4 –The studied electro-mechanical system with the RNN 

controller. 

5    Conclusions 

An introduction to the problem of neural identifica-
tion of dynamical systems was doing and a recurrent 
neural network structure was successful proposed, 
based in the explained theory, to copying a base-
observed state feedback controller currently running 
actively in the control of mechanical vibrations. The 
copy procedure was doing successfully, and the 
RNN controller substituted satisfactorily the control-
ler in the original system (Figure 5). Therefore, we 
consider the proposed aims achieved. 

The output error between the system response 
using the BOSF controller and RNN controller show 
that the system using the RNN controller is most 
sensible than the system using the BOSF controller 
when the disturbance is changed abruptly (Figure 6). 
This fact suggests a more detailed study about the 
adjustment of the parameters of the network. There-
fore, with a RNN controller working properly, we 
can study the application of adapting tools, for ex-
ample; reinforcement learn, to changing on line some 
of the current characteristics of the master system, as 
adaptation to change in the mass of the payload and 



to improve the desired trade-off between the distur-
bance rejection and tracking, which is not possible 
by using the BOSF controller. 
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Figure 5 – Comparing the system response to a dynamic disturbance with BOSF controller and with RNN controller. 
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Figure 6 – Error between the system response to a dynamic disturbance with BOSF controller and with RNN controller. 
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